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Abstract—We propose differential fairness, a multi-attribute
definition of fairness in machine learning which is informed
by intersectionality, a critical lens arising from the humanities
literature, leveraging connections between differential privacy
and legal notions of fairness. We show that our criterion behaves
sensibly for any subset of the set of protected attributes, and
we prove economic, privacy, and generalization guarantees. We
provide a learning algorithm which respects our differential fair-
ness criterion. Experiments on the COMPAS criminal recidivism
dataset and census data demonstrate the utility of our methods.

Index Terms—fairness in AI, AI and society, 80% rule, privacy

I. INTRODUCTION AND MOTIVATION

The increasing impact of artificial intelligence and machine
learning technologies on many facets of life, from com-
monplace movie recommendations to consequential criminal
justice sentencing decisions, has prompted concerns that these
systems may behave in an unfair or discriminatory manner [2],
[19]. A number of studies have subsequently demonstrated
that bias and fairness issues in AI are both harmful and
pervasive [1], [4], [5]. The AI community has responded by
developing a broad array of mathematical formulations of
fairness and learning algorithms which aim to satisfy them
[3], [10], [13], [20], [24]. Fairness, however, is not a purely
technical construct, having social, political, philosophical and
legal facets [6]. The necessity has now become clear for
interdisciplinary analyses of fairness in AI and its relationship
to society, to civil rights, and to the social goals which are
to be achieved by mathematical fairness definitions, which
have not always been made explicit [18]. In this work, we
address the specific challenges of fairness in AI that are
motivated by intersectionality, an analytical lens from the
third-wave feminist movement which emphasizes that civil
rights and feminism should be considered simultaneously
rather than separately [9]. We propose an intersectional AI
fairness criterion and perform a theoretical analysis of its
properties relating to diverse fields including the humanities,
law, privacy, economics, and statistical machine learning.
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The principle of intersectionality emphasizes that systems
of oppression built into society lead to systematic disadvan-
tages along intersecting dimensions, which include not only
gender, but also race, nationality, sexual orientation, disability
status, and socioeconomic class [7]–[9], [14], [17], [22]. These
systems are interlocking in their effects on individuals at each
intersection of the affected dimensions. Intersectionality thus
implies the use of multiple protected attributes, and has further
implications. Many AI fairness definitions aim (implicitly
or otherwise) to uphold the principle of infra-marginality,
which states that differences between protected groups in
the distributions of “merit” or “risk” (e.g. the probability of
carrying contraband at a policy stop) should be taken into
account when determining whether bias has occurred [21].
In short, the infra-marginality principle makes the implicit
assumption that society is a fair, level playing field, and thus
differences in “merit” or “risk” between groups in data and
predictive algorithms are often to be considered legitimate. In
contrast, intersectionality theory posits that these distributions
of merit and risk are often influenced by unfair societal
processes. In ideal intersectional fairness, since ability to
succeed is affected by unfair processes, it is desired that
this unfairness is corrected and individuals achieve their true
potential [23]. Assuming individuals’ unbiased potential does
not substantially differ across protected groups, this implies
that parity between groups, and intersectional subgroups, is
typically desirable.1

In the machine learning literature, the previous AI fairness
definition most relevant to intersectionality is statistical parity
subgroup fairness (SF) [15]. We adapt the notation of [16]
to all definitions in this paper. Suppose M(x) is a (possibly
randomized) mechanism which takes an instance x ∈ χ
and produces an outcome y ∈ Y for the corresponding
individual, S1, . . . , Sp are discrete-valued protected attributes,
A = S1 × S2 × . . . × Sp, and θ is the distribution which
generates x. Each individuals’ data xi is stored in a dataset
D on a secure server. The mechanism M(x) could, for
example, be a deep learning model for a lending decision,
A could be the applicant’s possible gender and race, and θ
the joint distribution of credit scores and protected attributes.
The protected attributes are included in the attribute vector

1Disparity could still be desirable if there are legitimate confounders which
depend on protected groups, e.g. choice of department that individuals apply
to in college admissions. We address this in the extended arXiv paper.
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Fig. 1. Diagram of the setting for the proposed differential fairness criterion.

x, although M(x) is free to disregard them (e.g. if this is
disallowed). The setting is illustrated in Figure 1.

Definition I.1. (Statistical Parity Subgroup Fairness [15]) Let
G be a collection of protected group indicators g : A→ {0, 1},
where g(s) = 1 designates that an individual with protected
attributes s is in group g. Assume that the classification
mechanism M(x) is binary, i.e. y ∈ {0, 1}.

Then M(x) is γ-statistical parity subgroup fair with respect
to θ and G if for every g ∈ G,

|PM,θ(M(x) = 1)− PM,θ(M(x) = 1|g(s) = 1)|
× Pθ(g(s) = 1) ≤ γ . (1)

From an intersectional perspective, one concern with SF is
that it does not protect minority groups, often marginalized
by society, and whose protection intersectionality emphasizes.
The term Pθ(g(s) = 1) weights the “per-group (un)fairness”
for each group g, i.e. Equation 1 applied to g alone, by
its proportion of the population, thereby downweighting the
consideration of minorities.

II. DIFFERENTIAL FAIRNESS (DF) MEASURE

We propose an alternative fairness criterion which is more
concordant with intersectionality, including its treatment of
minorities and its other provable theoretical properties. We first
motivate our criterion from a legal perspective. Consider the
80% rule, established in the Code of Federal Regulations [12]
as a guideline for establishing disparate impact in violation of
anti-discrimination laws such as Title VII of the Civil Rights
Act of 1964. The 80% rule states that there is legal evidence
of adverse impact if the ratio of probabilities of a particular
favorable outcome, taken between a disadvantaged and an
advantaged group, is less than 0.8:

P (M(x) = 1|group A)/P (M(x) = 1|group B) < 0.8 . (2)

Our proposed criterion, which we call differential fairness
(DF), extends the 80% rule to protect multi-dimensional in-
tersectional categories, with respect to multiple output values.
We similarly restrict ratios of outcome probabilities between
groups, but instead of using a predetermined fairness threshold

at 80%, we measure fairness on a sliding scale that can be
interpreted similarly to that of differential privacy, a defini-
tion of privacy for data-driven algorithms [11]. Differential
fairness measures the fairness cost of mechanism M(x) with
a parameter ε.

Definition II.1. A mechanism M(x) is ε-differentially fair
(DF) with respect to (A,Θ) if for all θ ∈ Θ with x ∼ θ,
and y ∈ Range(M),

e−ε ≤ PM,θ(M(x) = y|si, θ)
PM,θ(M(x) = y|sj , θ)

≤ eε , (3)

for all (si, sj) ∈ A×A where P (si|θ) > 0, P (sj |θ) > 0.

In Equation 3, si, sj ∈ A are tuples of all protected attribute
values, e.g. gender, race, and nationality, and Θ is a set of
distributions θ which could plausibly generate each instance
x.2 For example, Θ could be the set of Gaussian distributions
over credit scores per value of the protected attributes, with
mean and standard deviation in a certain range.

This is an intuitive intersectional definition of fairness:
regardless of the combination of protected attributes, the prob-
abilities of the outcomes will be similar, as measured by the
ratios versus other possible values of those variables, for small
values of ε. For example, the probability of being given a loan
would be similar regardless of a protected group’s intersecting
combination of gender, race, and nationality, marginalizing
over the remaining attributes in x. If the probabilities are
always equal, then ε = 0, otherwise ε > 0. We have arrived
at our criterion based on the 80% rule, but it can also be
derived as a special case of pufferfish [16], a generalization of
differential privacy [11] which uses a variation of Equation 3
to hide the values of an arbitrary set of secrets.

III. ESTIMATING DIFFERENTIAL FAIRNESS FROM DATA

If PM,θ is unknown, it can be estimated using the empirical
distribution, or via a probabilistic model of the data. Assuming

2The possibility of multiple θ ∈ Θ is valuable from a privacy perspective,
where Θ is the set of possible beliefs that an adversary may have about
the data, and is motivated by the work of [16]. We will however typically
assume a single distribution, Θ = {θ}. Continuous protected attributes are
also possible, in which case sums are replaced by integrals in our proofs.



discrete outcomes, PData(y|s) =
Ny,s

Ns
, where Ny,s and Ns

are empirical counts of their subscripted values in the dataset
D. Empirical differential fairness (EDF) corresponds to
verifying that for any y, si, sj , we have

e−ε ≤ Ny,si
Nsi

Nsj

Ny,sj
≤ eε . (4)

We can adapt DF to measure fairness in data, i.e. outcomes
assigned by a black-box algorithm or social process, by using
(a model of) the data’s generative process as the mechanism.

Definition III.1. A labeled dataset D =
{(x1, y1), . . . , (xN , yN )} is ε-differentially fair (DF) in
A with respect to model PModel(x, y) if mechanism
M(x) = y ∼ PModel(y|x) is ε-differentially fair with respect
to (A, {PModel(x)}), for PModel trained on the dataset.

In the long paper on the arXiv, we consider extensions
of DF to handle confounder variables, and to measure the
amplification of bias due to an algorithm.

IV. PROPERTIES OF DIFFERENTIAL FAIRNESS
(PROOFS GIVEN IN THE ARXIV PAPER)

Intersectionality: Differential fairness explicitly encodes
protection of intersectional groups. For DF, we prove that
this automatically implies fairness for each of the protected
attributes individually, and indeed, any subset of the protected
attributes. For example, by ensuring fairness at the intersection
of gender, race, and nationality under our criterion, we also
ensure the same degree of fairness between genders overall,
and between gender/nationality pairs overall, and so on.

Theorem IV.1. (Intersectionality Property) Let M be an ε-
differentially fair mechanism in (A,Θ), A = S1×S2×. . .×Sp,
and let D = Sa × . . . × Sk be the Cartesian product of a
nonempty proper subset of the protected attributes included in
A. Then M is ε-differentially fair in (D,Θ).

Privacy: The ε-DF definition, and the resulting level of
fairness obtained at any particular measured fairness parameter
ε, can be interpreted by viewing the definition through the lens
of privacy. Differential fairness ensures that given the outcome,
an untrusted vendor/adversary can learn very little about the
protected attributes of the individual, relative to their prior
beliefs, assuming their prior beliefs are in Θ:

e−ε
P (si|θ)
P (sj |θ)

≤ P (si|M(x) = y, θ)

P (sj |M(x) = y, θ)
≤ eε P (si|θ)

P (sj |θ)
. (5)

The privacy guarantee only holds if θ ∈ Θ, which may not
always be the case. Regardless, the value of ε may typically
be interpreted as a privacy guarantee against a “reasonable
adversary.”

Utility: An ε-differentially fair mechanism admits a dispar-
ity in expected utility of as much as a factor of exp(ε) ≈ 1+ε
(for small values of ε) between pairs of protected groups with
si ∈ A, sj ∈ A, for any utility function. The proof follows
the case of differential privacy [11], see the arXiv paper.

Generalization: To ensure that an algorithm is truly fair, the
fairness properties obtained on a dataset must extend to the
underlying population. We prove a generalization guarantee
for estimating ε-DF although it is weaker than for subgroup
fairness [15] – the price of protecting minority subgroups:

Theorem IV.2. (Generalization Property) Fix a class of func-
tions H, which without loss of generality aim to discriminate
the outcome y = 1 from any other value, denoted here as
y = 0. For any conditional distribution P (y,x|s) given a
group s, let S ∼ Pm be a dataset consisting of m examples
(xi, yi) sampled i.i.d. from P (y,x|s). Then for any 0 < δ < 1,
with probability 1− δ, for every h ∈ H, we have:

|P (y = 1|s, h)− PS(y = 1|s, h)|

≤ Õ
(√VCDIM(H) logm+ log(1/δ)

m

)
. (6)

V. LEARNING ALGORITHM

Our learning algorithm uses the fairness cost as a regularizer
to balance the trade-off between fairness and accuracy. We
minimize, with respect to the classifier MW(x)’s parameters
W, a loss function LX(W) plus a penalty on unfairness which
is weighted by a tuning parameter λ > 0. We train fair neural
networks using adaptive gradient descent (Adam) on our ob-
jective via backpropagation and automatic differentiation (DF-
Classifier), and similarly for subgroup fairness (SF-Classifier).
The learning objective for training data X becomes:

min
W

[LX(W) + λRX(ε)] (7)

where RX(ε) = max(0, εMW(x) − ε1) represents the fairness
penalty term, and εMW(x) is the ε for MW(x). If ε1 is 0, this
penalizes ε-DF, and if ε1 is the data’s ε, this penalizes the
bias amplification by the algorithm (see the arXiv paper). To
make the objective differentiable, εMW(x) is estimated using
soft counts P (y|x) from the classifier. Below, α is a Dirichlet
smoothing parameter, and Ns is the count for group s.

e−ε ≤
∑

x∈D:A=si
P (y|x) + α

Nsi + |Y|α
Nsj + |Y|α∑

x∈D:A=sj
P (y|x) + α

≤ eε

VI. EXPERIMENTS AND CONCLUSION

We performed experiments on the COMPAS dataset regard-
ing a system that is used to predict criminal recidivism [1]
(protected attributes: race and gender). Further experiments
were performed on the Adult 1994 U.S. census income data
from the UCI repository (protected attributes: race, gender,
USA vs non-USA nationality), see the arXiv paper.3

An important goal of this work was to consider the impact
of the fairness methods on minority groups. In Figure 2, we
report the “per-group unfairness,” defined as Equations 1 and
3 with one group held fixed, versus the group’s probability
(i.e. size) on the COMPAS dataset. Both methods improve
their corresponding per-group unfairness measures over the
typical classifier. On the other hand, the γ-SF metric only

3Predicted income, used for consequential decisions like housing approval,
may result in digital redlining [2].
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(a) Improvement in DF measures (b) Improvement in SF measures

Fig. 2. Per-group measurements of (a) ε-DF and (b) γ-SF of the classifiers vs group size (probability), COMPAS dataset, calculated using
Equations 1 and 3 with the group held fixed. Circles: intersectional subgroups. Squares: top-level groups. The methods improve fairness,
both per group and overall, but SF-Classifier is seen to ignore minority groups in the overall γ-SF measurement, calculated as a worst-case
over all groups.

assigns high per-group unfairness values to large groups in its
measurement, so minority groups are not able to influence
the overall γ-SF unfairness. This was not the case for ε-
DF metric, where groups of various sizes had similarly
high per-group ε values. Furthermore, the DF-Classifier
improved the per-group fairness under both metrics for
groups of all sizes, while the SF-classifier did not improve
the per-group γ-SF for small groups. Further experiments,
given in the arXiv paper, show that DF-Classifier and SF-
Classifier behave similarly in terms of accuracy, and that they
can be tuned to improve fairness with little loss in accuracy.
Our overall conclusion is that the DF-Classifier is able to
achieve intersectionally fair classification with minor loss in
performance, while providing greater protection to minority
groups than when enforcing subgroup fairness.
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